Boundary Layer Method for Unsteady Transonic Flow
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A numerical method for determination of unsteady loads in a 2-D transonic flow, with the occurrence of a shock wave, on a pitching airfoil is demonstrated. The method implements the Euler equations for inviscid region and integral boundary layer equations for the viscous region near the airfoil. The viscous-inviscid interaction method is employed using the transpiration velocity concept on the airfoil contour. The Euler solution is calculated by using the Van Leer flux-vector splitting method on the body-fitted C-grid. The boundary layer model is calculated applying Drela’s model of integral boundary layer equations for the laminar and turbulent flow. The transition from the laminar to the turbulent flow is predicted by the e^n method. The viscous-inviscid interaction method is made in the direct mode. The results obtained by this method are comparable with the calculated RANS and experimental results, while time and computational costs were lower than for RANS calculations. Generally, the pressure coefficient distribution results showed good agreement with the RANS and experimental results. The method predicted the position of a shock wave to be slightly shifted towards the leading edge of the airfoil with respect to the position obtained by the RANS and experimental results. This indicates that the boundary layer model has a strong influence on the inviscid part of the flow.
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0 INTRODUCTION

The phenomenon of aircraft flutter, which has to be investigated for each new aircraft design or structural modification of existing aircraft, is still one of the important research topics in aeroelasticity, particularly in transonic speeds. This phenomenon is an aeroelastic problem determined by the interaction of the elastic, damping and inertial forces of the structure and the unsteady aerodynamic forces generated by oscillatory motion of the structure itself. Such oscillatory motion can lead to a progressive increase in the amplitude of vibration, ending in the disintegration of the structure. For a given configuration of an aircraft structure the unsteady aerodynamic forces increase rapidly with the flight speed, while the elastic, damping and inertia forces remain unchanged. Because of that there exists a critical flight speed (flutter speed) above which flutter occurs. The flutter speed represents a critical speed at which the structure sustains oscillations following some initial disturbance. Below this speed the oscillations are damped, whereas above it one of the modes becomes negatively damped and unstable oscillations occur unless some form of nonlinearity bounds the motion [1]. The occurrence of shock waves on the aircraft aerodynamic surfaces can cause a drop in the flutter boundary in the range of transonic speed. This drop is called transonic dip shown in Fig. 1. The important feature of the transonic dip is the bottom of the dip, which defines the minimum flutter speed at which flutter can occur across the flight envelope of the aircraft.

The analysis of flutter by linear aerodynamic methods typically predicts the flutter boundary adequately at subsonic and supersonic speeds, but in the transonic speed range it predicts a higher flutter speed than the experiment [2]. The flutter boundary could be obtained by an inviscid unsteady aerodynamics analysis, e.g. by solving the unsteady transonic small disturbance potential flow, full potential flow, or Euler equations of motions. Although these methods have a capability of capturing shock waves in the flow and transonic dip, they predict a significantly lower flutter speed at the bottom of the transonic dip because they do not involve viscous effects in the calculations. Viscous effects, which act in the form of significant boundary layer thickening, and shock-induced flow separation are responsible for defining the bottom of the transonic dip better.
objective of such an analysis is to determine the flight conditions that correspond to the flutter boundary (stability boundary), for which one of the modes of motion has a simple harmonic time dependence [3]. In the linear flutter analysis it is assumed that the solution involves simple harmonic motion and also that the excitation force and moment exhibit harmonic behaviour. With this assumption, the equations of motion are then cast into the eigenvalue problem in the frequency domain and are solved for complex eigenvalues. From these eigenvalues, conclusions about stable or unstable oscillations of the airfoil can be drawn. Such flutter analysis cannot provide any definitive measure of flutter stability other than the location of the stability boundary. Despite this weakness of the method, its primary strength is that it needs only the unsteady airloads for a simple harmonic motion of the airfoil.

The doublet-lattice method [4] is still present in the actual design analysis because of low computer time consumption and a simple setting procedure of a computational problem. One of the drawbacks of the method is the inability of capturing strong shocks in transonic flows. The Reynolds Averaged Navier Stokes (RANS) simulation for flutter analysis gives much more accurate results, but it uses a large amount of computational time and hence is not the first choice for preliminary design. In addition, RANS needs large grids with high resolution and the problem setting is much more demanding. RANS is also limited with uncertainties in turbulence modelling, difficulties in high quality grid generation [3] and difficulties with the grid deformation algorithm in unsteady flows [6].

In aeroelastic applications where a large number of parameters such as different natural modes, angles of attack, Mach numbers, frequency, etc. must be investigated, methods that solve the unsteady aerodynamic problem in the frequency domain are introduced. These methods are especially suitable for simulations at low reduced frequencies. Recently, numerical methods based on such an alternative approach, namely on the solution to small disturbance Euler equations (SDE) and the linearization of Navier-Stokes equations, have been presented [7] and [8].

Some papers that analyze the coupling of RANS equations with the boundary layer have been published in recent years, [9] to [11]. These papers have demonstrated the prediction of transition region with the aim to design laminar airfoils with reduced drag.

Viscous-inviscid interaction methods, such as the Euler method with viscous boundary layer correction, are a good compromise between the two methods mentioned above. Euler methods are capable of resolving strong shocks and with the boundary layer coupling they are a good balance between the flow model and the computational efficiency [12]. The viscous-inviscid interaction methods give results comparable to the RANS solvers, but the computer time is several times shorter and this gives a considerable advantage to the fast flutter analysis in the design process [13].

This study is dedicated to the improvement of the viscous-inviscid interaction method with the unsteady Euler as an inviscid solver and a solver of unsteady boundary-layer equations for the thin viscous region, with interaction by transpiration velocity concept.

1 NUMERICAL METHOD

1.1 Inviscid Model

Inviscid model employs two-dimensional Euler equations for an ideal gas. The equations are transformed to a moving body-fitted coordinate system (τ, τ, ρ, v) and are given in a conservative form by:

\[ \frac{\partial \mathbf{Q}}{\partial \tau} + \frac{\partial \mathbf{F}}{\partial \xi} + \frac{\partial \mathbf{G}}{\partial \eta} = 0, \]

where:

\[ \mathbf{Q} = \mathbf{JQ}, \]

\[ \mathbf{F} = (-y_\xi \mathbf{x}_\xi + x_\eta \mathbf{y}_\eta) \mathbf{Q} + y_\eta F - x_\xi G, \]

\[ \mathbf{G} = (-x_\eta \mathbf{y}_\eta + y_\xi \mathbf{x}_\xi) \mathbf{Q} - y_\xi F - x_\xi G. \]

Vectors \( \mathbf{Q}, \mathbf{F} \) and \( \mathbf{G} \) represent the vector of conservative variables, the fluxes in the Cartesian \( x \)- and \( y \)-coordinates, respectively, as follows:

\[ \mathbf{Q} = \begin{bmatrix} \rho \\ \rho u \\ \rho v \\ p \end{bmatrix}, \quad \mathbf{F} = \begin{bmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ \rho uh \end{bmatrix}, \quad \mathbf{G} = \begin{bmatrix} \rho v \\ \rho vu \\ \rho v^2 + p \\ \rho vh \end{bmatrix}, \]

where \( \rho \) is the fluid density, \( p \) is the pressure, while \( u \) and \( v \) are the Cartesian \( x \) and \( y \) velocity components, respectively. In the vectors defined by expressions in Eq. (3), \( e \) is the specific total energy (per unit mass):

\[ e = \frac{1}{\gamma - 1} \frac{p}{\rho} + \frac{1}{2} (u^2 + v^2), \]

and \( h \) is the specific total enthalpy (per unit mass):
\[ h = \frac{\gamma}{\gamma - 1} \frac{P}{\rho} + \frac{1}{2}(u^2 + v^2). \] (5)

In Eq. (2) and in the equations which follow, the subscripts \( \xi, \eta \) and \( r \) represent the derivatives of the physical coordinates with respect to the body-fitted coordinates. \( J = x_\xi y_\eta - y_\xi x_\eta \) is the Jacobian of the transformation. The inviscid model employs the Van Leer flux vector splitting [14]. Correct splitting of the transformed flux vectors is done by rewriting \( \hat{\mathbf{F}} \) and \( \hat{\mathbf{G}} \) as a product of local rotation matrices \( (T_F \text{ and } T_G) \) and modified flux vectors \( \mathbf{\hat{F}} \) and \( \mathbf{\hat{G}} \), respectively, which have the same form as the Cartesian flux vectors but contain the transformed instead of physical coordinates. Rewritten flux vectors are then expressed as follows:

\[
\hat{\mathbf{F}}(\hat{\mathbf{Q}}) = \sqrt{x_\xi^2 + y_\eta^2} T_F \mathbf{F}(\mathbf{Q}), \\
\hat{\mathbf{G}}(\hat{\mathbf{Q}}) = \sqrt{x_\xi^2 + y_\eta^2} T_G \mathbf{G}(\mathbf{Q}),
\] (6)

where the local rotation matrices \( T_F \) and \( T_G \) are equal to:

\[
T_F = \begin{bmatrix}
1 & 0 & 0 & 0 \\
x_\xi & \hat{y}_\eta & x_\eta & 0 \\
y_\xi & -x_\eta & \hat{y}_\eta & 0 \\
x_\eta^2 + y_\eta^2 \over 2 & \hat{y}_\eta x_\eta - x_\eta y_\eta & \hat{x}_\eta x_\eta + \hat{y}_\eta y_\eta & 1
\end{bmatrix},
\] (7)

\[
T_G = \begin{bmatrix}
1 & 0 & 0 & 0 \\
x_\xi & \hat{x}_\xi & \hat{y}_\xi & 0 \\
y_\xi & \hat{y}_\xi & \hat{x}_\xi & 0 \\
x_\xi^2 + y_\xi^2 \over 2 & \hat{x}_\xi x_\xi + \hat{y}_\xi y_\xi & \hat{x}_\xi y_\xi - \hat{y}_\xi x_\xi & 1
\end{bmatrix}.
\] (8)

The modified flux vectors \( \mathbf{\hat{F}} \) and \( \mathbf{\hat{G}} \) have the following form according to Eq. (6):

\[
\mathbf{\hat{F}} = \rho \begin{bmatrix}
\overline{u}_F \\
\overline{u}_F a^2 / \gamma \\
\overline{u}_F \overline{v}_F \\
\overline{u}_F \overline{h}_F
\end{bmatrix}, \\
\mathbf{\hat{G}} = \rho \begin{bmatrix}
\overline{v}_G \\
\overline{v}_G a^2 / \gamma \\
\overline{v}_G \overline{h}_G
\end{bmatrix}.
\] (9)

Transformed velocities in \( \mathbf{\hat{F}} \) are equal to:

\[
\overline{u}_F = \hat{u}_\eta (u - x_\eta) - \hat{x}_\eta (v - y_\eta), \\
\overline{v}_F = \hat{y}_\xi (u - x_\xi) + \hat{x}_\xi (v - y_\xi),
\] (10)

and in the \( \mathbf{\hat{G}} \) flux to:

\[
\overline{u}_G = \hat{x}_\xi (u - x_\xi) + \hat{y}_\xi (v - y_\xi), \\
\overline{v}_G = -\hat{y}_\eta (u - x_\eta) + \hat{x}_\eta (v - y_\eta).
\] (11)

The terms \( \hat{x}_\xi, \hat{y}_\eta, \hat{x}_\xi, \hat{y}_\xi \) are normalized as follows:

\[
\hat{x}_\xi = \frac{x_\xi}{\sqrt{x_\xi^2 + y_\xi^2}}, \\
\hat{y}_\eta = \frac{y_\eta}{\sqrt{x_\eta^2 + y_\eta^2}},
\] (12)

\[
\hat{x}_\xi = \frac{x_\xi}{\sqrt{x_\xi^2 + y_\xi^2}}, \\
\hat{y}_\xi = \frac{y_\xi}{\sqrt{x_\eta^2 + y_\eta^2}}.
\]

The modified total enthalpies \( \overline{h}_F \) and \( \overline{h}_G \) have the same form as in the Cartesian components, but now with transformed velocities. Splitting of the modified flux vectors can now be performed in the same fashion as in Cartesian coordinates, but in terms of the Mach numbers \( \mathbf{Ma}_F = \overline{u}_F / a \) and \( \mathbf{Ma}_G = \overline{v}_G / a \). The flux vectors are split in such a way that the Jacobian matrices \( \partial \mathbf{F} / \partial \mathbf{Q} \) and \( \partial \mathbf{G} / \partial \mathbf{Q} \) have only positive eigenvalues and the Jacobian matrices \( \partial \mathbf{F} / \partial \mathbf{Q} \) and \( \partial \mathbf{G} / \partial \mathbf{Q} \) have only negative ones. The split fluxes have the following form:

\[
\mathbf{F}_i^+ = \pm \frac{\mathbf{Ma}_F}{4} (1 \pm \mathbf{Ma}_G)^2 \\
\mathbf{F}_i^\pm = \overline{v}_F f_i^\pm \\
\mathbf{G}_i^+ = \pm \frac{\mathbf{Ma}_G}{4} (1 \pm \mathbf{Ma}_F)^2 \\
\mathbf{G}_i^\pm = \overline{u}_G g_i^\pm
\] (13)

\[
\mathbf{F}_i^+ = \pm \frac{\mathbf{Ma}_F}{4} (1 \pm \mathbf{Ma}_G)^2 \\
\mathbf{F}_i^\pm = \overline{v}_F f_i^\pm \\
\mathbf{G}_i^+ = \pm \frac{\mathbf{Ma}_G}{4} (1 \pm \mathbf{Ma}_F)^2 \\
\mathbf{G}_i^\pm = \overline{u}_G g_i^\pm
\] (14)

1.2 Solution Method

Euler equations in the body-fitted coordinates, with flux vector splitting, are now given as:

\[
\frac{\partial \mathbf{Q}}{\partial t} + \frac{\partial \mathbf{F}}{\partial \xi} + \frac{\partial \mathbf{F}}{\partial \eta} + \frac{\partial \mathbf{G}}{\partial \xi} + \frac{\partial \mathbf{G}}{\partial \eta} = 0,
\] (15)
where $\hat{F}^+$, $\hat{F}^-$, $\hat{G}^+$ and $\hat{G}^-$ are the split fluxes. Eq. (15) is explicitly discretized and solved as shown in the following equation:

$$
\begin{align*}
Q^n_{i+1/2,j} &= Q^n_{i,j} - \Delta t \left[ \hat{F}^+ (i+1/2,j) - \hat{F}^- (i-1/2,j) \right] \\
-\hat{F}^+ (i-1/2,j) &= \hat{F}^- (i+1/2,j) - \hat{G}^+ (i,j+1/2) - \hat{G}^- (i,j-1/2) \\
-\hat{G}^+ (i,j-1/2) &= \hat{G}^- (i,j+1/2) + \hat{G}^+ (i,j+1/2) - \hat{G}^- (i,j-1/2)
\end{align*}
$$

(16)

where superscripts $n+1$ and $n$ represent the new and old time steps, respectively. Indices $i$, $j$ represent the control volume centers along $\xi$ and $\eta$ axes, respectively, while indices $i+1/2$, $i-1/2$, $j+1/2$, $j-1/2$ represent the control volume faces as depicted in Fig. 2. $\Delta t$ represents the time increment obtained from the Courant-Friedrichs-Lewy condition (CFL):

$$
\text{CFL} = \frac{\lambda_{\text{max}} \Delta t}{\text{CV}}.
$$

In Eq. (17), $\text{CV}$ represents the minimal control volume linear dimension and $\lambda$ represents the eigenvalues which for a one-dimensional case are $\lambda_1 = u + a$, $\lambda_2 = u$ and $\lambda_3 = u - a$.

The difference between two neighbouring grid lines in the body-fitted coordinates is taken to be unity. The spatial derivatives are approximated by MUSCL differencing (MUSCL - Monotone Upstream-centered Schemes for Conservation Laws), where fluxes are calculated indirectly by extrapolating the solution vector by backward or forward formulae depending on which flux is concerned. A general formula for calculating split fluxes is as follows:

$$
\begin{align*}
\hat{F}^+ (i+1/2,j) &= \hat{F}^+ \left( \frac{Q^+_{i+1/2,j} + m_{i+1/2,j}}{2} \right) \\
\hat{F}^- (i-1/2,j) &= \hat{F}^- \left( \frac{Q^-_{i-1/2,j} + m_{i-1/2,j}}{2} \right) \\
\hat{G}^+ (i,j+1/2) &= \hat{G}^+ \left( \frac{Q^+_{i,j+1/2} + m_{i,j+1/2}}{2} \right) \\
\hat{G}^- (i,j-1/2) &= \hat{G}^- \left( \frac{Q^-_{i,j-1/2} + m_{i,j-1/2}}{2} \right)
\end{align*}
$$

(18)

The term $m$ represents all geometric terms involved in the transformation to the body-fitted coordinates. The extrapolated values of the solution vector are determined with the second order accuracy formulas:

$$
\begin{align*}
Q^+_{i+1/2,j} &= Q_{i,j} + 0.5 \left( Q_{i,j} - Q_{i-1,j} \right), \\
Q^-_{i+1/2,j} &= Q_{i,j} + 0.5 \left( Q_{i+1,j} - Q_{i,j} \right)
\end{align*}
$$

(19)

The same formulas are valid for the faces with indices $j-1$ and $j+1$.

1.3 Boundary Conditions

The boundary condition on the airfoil is imposed by setting the normal relative velocity to zero:

$$
\left( \vec{v} - \vec{v}_b - \vec{v}_r \right) \cdot \hat{n} = 0,
$$

(20)

where $\vec{v}$, $\vec{v}_b$ and $\vec{v}_r$ are the fluid velocity, the prescribed velocity of airfoil contour and the transpiration velocity, respectively. The transpiration velocity represents the boundary layer effect of growing displacement thickness [17]. This is the way how the boundary layer model is coupled to the inviscid model. The transpiration velocity is defined as:

$$
\vec{v}_t = \frac{d}{ds} (u_\delta^*),
$$

(21)

where $\delta^*$ is the boundary layer displacement thickness and $u_\delta$ is the velocity at the boundary layer edge. The curvilinear coordinate $s$ goes from the stagnation point over the upper and the lower airfoil contour towards the trailing edge. The pressure is determined from the normal component of momentum equation, which is derived from Eq. (20) in the following form:
\[ \frac{D\vec{v}}{Dt} \cdot \hat{n} - \frac{D(\vec{v}_b + \vec{v}_t)}{Dt} \cdot \hat{n} + (\vec{v} - \vec{v}_b - \vec{v}_t) \cdot \frac{D\vec{u}}{Dt} = 0. \]  

Assuming that the airfoil contour coincides with the line \( \eta = \text{const.} \) and the lines \( \xi = \text{const.} \) are perpendicular to the airfoil contour, the transformation of Eq. (22) into the body-fitted coordinates yields Eq. (23):

\[
\frac{\partial p}{\partial \eta} (x^2 + y^2) = \frac{\partial p}{\partial \xi} (x^2 x_\xi + y^2 y_\eta) + \rho \left[ \begin{array}{c} \frac{2\rho_g}{\xi^2 + y^2} \left( y_\xi x_\eta - x_\xi y_\eta \right) + J \left( y v_{\eta} - x v_{\xi} \right) \right] + \\
\left[ y v_{\eta} - x v_{\xi} \right] \left[ y \left( u - x_{\xi} \right) - x \left( v - y_{\eta} \right) \right] + \\
dJ \left( v_{\eta}, y - v_{\xi}, x \right). 
\]

The terms \( v_{\xi} \) and \( v_{\eta} \) in Eq. (23) are transpiration velocity components in the \( x \) and \( y \) directions of non-moving Cartesian coordinates. Variables \( \xi, \eta \) and \( r \) in subscripts represent derivatives with respect to these coordinates. Double subscripts \( \xi \xi, \eta \eta \) or \( \tau \tau \) represent second derivatives with respect to these coordinates.

The characteristic boundary condition is used on the far field of computational domain. The problem is locally regarded as one-dimensional, i.e. derivatives along the boundary can be neglected \( (\partial / \partial \xi \rightarrow 0) \) and according to [18] the following characteristic condition can be constructed:

\[ \frac{D}{Dt} (R^+) = 0, \]

where \( R^+ \) are the Riemann invariants:

\[ R^+ = v_{\text{norm}} \pm \frac{2a}{\gamma - 1}, \]

where \( a \) is the local speed of sound and \( v_{\text{norm}} \) the local velocity perpendicular to the far-field boundary. The characteristic equations are used to update the variables on the outer boundary at a new time level.

For the two-dimensional case, four primitive variables are concerned and therefore four independent equations are needed. For the subsonic inlet far-field boundary condition, where \( v_{\text{norm}} < 0 \), the following expressions are valid:

\[ R^+ = R^+(\infty), \quad R^+ = R^+(F), \]

\[ v_{\text{tang}} = v_{\text{tang}}(\infty), \quad p_T = p_T(\infty). \]

Velocity \( v_{\text{tang}} \) is the velocity along the far-field boundary and \( p_T \) is the total pressure. For the subsonic outflow condition at the far-field boundary, where \( v_{\text{norm}} > 0 \), the following expressions are valid:

\[ R^+ = R^+(F), \quad R^+ = R^+(\infty), \]

\[ v_{\text{tang}} = v_{\text{tang}}(F), \quad p_T = p_T(F). \]

The symbol \( F \) means that variables are extrapolated locally from the interior field values, and the symbol \( \infty \) means that variables are calculated from the far-field representation.

### 1.4 Viscous Model

The method decouples the inviscid region surrounding the airfoil from the thin viscous region close to the airfoil. The viscous region is evaluated according to Drela’s method of integral boundary layer equations [19], which are the integral momentum equation:

\[ \frac{d\theta}{ds} = \frac{C_f}{2} \left( H + 2 - Ma^2_e \right) \frac{\theta}{u_e} \frac{du}{ds}, \]

and the integral kinetic energy equation, also known as the shape parameter equation:

\[ \frac{dH}{ds} = \frac{2C_{\text{turb}}}{\theta} H - \frac{H^*}{\theta} C_f \left( \frac{2H^{**}}{H^*} + 1 - H \right) \frac{H^*}{u_e} \frac{du}{ds}, \]

where \( \theta \) is the momentum thickness, \( C_f \) the friction coefficient, \( H \) the shape parameter, \( Ma_e \) the Mach number at the boundary layer edge, \( u_e \) the velocity at the boundary layer edge, \( s \) is the coordinate originating from the stagnation point and going over upper and the lower airfoil contour towards the trailing edge, \( H^* \) the kinetic energy shape parameter, \( C_{\text{diss}} \) the dissipation coefficient, and \( H^{**} \) is the density shape parameter. The subscript \( e \) in Eqs. (28), (29) and all subsequent equations represents the variables for the boundary layer edge.

The momentum and shape parameter equations are valid for both the laminar and turbulent boundary layers. These equations contain more than two dependent variables and hence some assumptions about the additional unknowns will have to be made. If \( \theta \) and \( \delta^* \) are defined as two dependent variables, then four additional closure equations are needed for additional unknown variables \( C_f, C_{\text{diss}}, H^* \) and \( H^{**} \). The additional closure equations for the laminar and the turbulent flow are defined as in [20] to [22].

The boundary layer Eqs. (28) and (29) employed in this paper were solved by the fourth order Runge-
Kutta method. The input values to the boundary layer equations are the fluid velocity \( u_x(s) \) and the Mach number \( M_a(s) \) distribution at the edge of the boundary layer, which are functions of distance from the stagnation point along the airfoil contour. These distributions are the output of the inviscid part of flow, taken at the position of the airfoil contour. The computational grid for boundary layer calculations was one-dimensional with the same number of main nodes as that of control volumes in the inviscid solver bounding the airfoil contour. Between these main nodes, integration was performed on twenty subintervals. The integration of the boundary layer equations starts from the initial solution for the flat plate in laminar flow. The boundary layer initial solution was obtained from the Blasius solution [23] and [24].

The method for the determination of the onset of transition is derived from the spatial amplification theory based on the Orr-Sommerfeld equation [25]. This method is also known as the \( e^m \) method. The growth of these disturbances is responsible for the onset of transition in the boundary layers. The method determines the amplitude of disturbances by the integration of disturbance growth rate from the point of instability. The transition occurs when the amplitude grows by more than a factor \( e^9 \). The exponent \( n \) can be different from 9, actually it can vary between 7 and 11 depending mainly on free stream turbulence and surface roughness [21].

In [21], the equation for the amplification ratio \( n \) is derived as follows:

\[
\frac{dn}{ds}(H, \theta) = \frac{dn}{dRe_\theta}(H) \frac{m(H) + 1}{2} l(H) \frac{1}{\theta}, \tag{30}\]

where:

\[
\frac{dn}{dRe_\theta} = 0.01 \times \\
\times \sqrt{2.4H - 3.7 + 2.5 \tanh \left[ 1.5(H - 3.1) \right]} + 0.25, \tag{31}\]

\[
m(H) = \frac{s}{u_x} \frac{dn}{ds} = \left[ 0.058 \left( \frac{H - 4}{H - 1} \right)^2 - 0.068 \right] \frac{1}{l(H)}, \tag{32}\]

\[
l(H) = \frac{\rho u_x \theta^2}{\mu_x s} = \frac{6.45H - 14.07}{H^2}. \tag{33}\]

The amplification ratio \( n \) is a function of coordinate \( s \), and Eq. (30) is integrated downstream from the point of instability \( s_{cr} \):

\[
n(s) = \int_{s_{cr}}^{s} \frac{dn}{ds} ds. \tag{34}\]

At the position of instability \( s_{cr} \), the Reynolds number referenced by the momentum thickness \( Re_\theta \) is equal to its critical value \( Re_{\theta_0} \). This critical value can be calculated from the following expression:

\[
\log_{10} Re_{\theta_0} = \left[ \frac{1.415}{H - 1} - 0.489 \right] \tanh \left( \frac{20}{H - 12.9} \right) + \frac{3.295}{H - 1} + 0.440. \tag{35}\]

The integration of Eq. (30) is completed when the amplification ratio reaches the value of \( n = 9 \), and then the turbulent formulation of boundary layer equations is active. The changeover to the turbulent flow is made suddenly without gradual transition. The way of changeover from the laminar to the turbulent flow has a minimal effect on the development of the boundary layer [21].

### 1.5 Viscous-Inviscid Coupling

The viscous-inviscid coupling between the boundary layer and the Euler equations is made by the transpiration velocity concept or equivalent sources concept, as proposed by Lighthill [26]. The transpiration velocity changes the slope of the net velocity at the boundary and in that way it represents the displacement thickness of the boundary layer and the influence of the boundary layer on the inviscid flow outside the boundary layer.

In this study, the viscous-inviscid coupling is made in the direct mode. A scheme of direct mode coupling is shown in Fig. 3.

In such an approach the output from the inviscid solver, which is the velocity or pressure at the boundary layer edge, is used as the input in the viscous solver of boundary layer equations. The output from the viscous solver is the displacement thickness, or the transpiration velocity derived from the displacement thickness, which is then used as the input in the inviscid solver to update the boundary condition at the airfoil contour. One of the advantages of such coupling method is its speed and simplicity in application. The disadvantage of the direct coupling is the inability to simulate separated flows because of the appearance of a singularity in the boundary layer equations called Goldstein’s singularity [27].
The coupling method used in this study resulted in strong solution oscillation in the near separation test cases and at the position of a sudden increase in the boundary layer thickness. To reduce such oscillatory behavior of the solution and to reach a monotone converged solution, the under-relaxation method was employed. Under-relaxation is performed on the transpiration velocity by the following expression:

\[ v_t = v_t^o + \beta (v_t^o - v_t^n) \]  

(36)

The superscripts o and n represent the old and the new solution to the transpiration velocity magnitude in two successive iterations of viscous-inviscid coupling, respectively. \( \beta \) represents the under-relaxation factor and its value is smaller than one. In the test cases of near separation, which are the most difficult cases for such methods, the under-relaxation factor adopts very small values around 0.001. The left-hand side of Eq. (36) is the resulting transpiration velocity magnitude and it serves as the old solution in the subsequent iteration.

2 RESULTS AND DISCUSSION

Results for the unsteady test case with the appearance of a shock wave are presented. The test case is calculated with a NACA0012 airfoil. In this case, the airfoil performs harmonic pitch motion. The results are compared with the experimental results from AGARD reports [28], [29] and with the computed RANS results of DLR in-house Tau code (DLR - Deutsches Zentrum für Luft- und Raumfahrt). The RANS results are obtained by an unstructured grid with 50,000 control volumes. A linearised explicit algebraic (LEA) \( k - \omega \) turbulence model was applied in the RANS calculations. A second order central difference scheme with scalar dissipation as spatial discretization was used. A dual time-stepping with the Runge-Kutta method was employed. Unsteady RANS calculations were performed with a full turbulent flow field without the limitation of turbulence in the laminar part of boundary layer. The initial value of turbulent-to-laminar viscosity-ratio is prescribed for the whole flow region and also for the free stream. The turbulent viscosity ratio was equal to the value of much less than unity (\( v_t / v \ll 1 \)).

In order to show the grid independence, the steady Euler results for the normal force coefficient on the NACA0012 airfoil are shown in Fig. 4. The results are calculated for the Mach number \( Ma = 0.77 \), and the angle of attack \( \alpha = 5^\circ \), and are presented for three computational grids with a different number of control volumes. The coarsest grid has 4,800 volumes, followed by a finer grid with 9,600 volumes, which is twice as many as the coarsest grid. The finest grid has 19,200 volumes, four times as many as the coarsest grid. The final results for the normal force coefficient are shown in Table 1.

<table>
<thead>
<tr>
<th>Grid</th>
<th>( c_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4,800 volumes</td>
<td>1.02849</td>
</tr>
<tr>
<td>9,600 volumes</td>
<td>1.03389</td>
</tr>
<tr>
<td>19,200 volumes</td>
<td>1.04113</td>
</tr>
</tbody>
</table>

Compared with the finest grid (19,200 volumes), the normal force coefficient for the coarsest grid (4,800 volumes) has a difference of 1.2% and medium fine grid (9,600 volumes) has a difference of 0.7%. According to these results and to the fact that such a computational method is aimed for the preliminary phase of aircraft design where many configurations have to be tested, the medium fine grid with 9,600 volumes is selected for further calculations.

The CPU time required for the RANS and viscous-inviscid coupling calculations differed considerably. In order to show this, steady calculations were performed for the NACA0012 airfoil test case at the Mach number \( Ma = 0.756 \), the Reynolds number \( Re = 4 \cdot 10^6 \) and the angle of attack \( \alpha = 0^\circ \). The RANS calculation was performed by a grid with 50,000 control volumes and the viscous-inviscid calculation by a grid with 9,600 control volumes. Both were performed on a computer with a processor clock speed of 2.4 GHz and 4 GB of random access memory (RAM). The viscous-inviscid calculation required 47 seconds while the RANS calculation required 12 minutes and 12 seconds of CPU time. In the preliminary design process where many configurations have to be investigated, this advantage becomes obvious.
2.1 NACA64A010 Airfoil Results

Table 2 shows the airfoil motion and free stream characteristics for the NACA64A010 test case. The airfoil performed harmonic pitch motion about the axis at a distance of \( \alpha / c = 0.239 \) from the leading edge, where \( \alpha \) is the distance of rotational axis from the airfoil leading edge along the airfoil chord length \( c \). The reduced frequency in Table 2 is defined as follows:

\[
\omega^* = \frac{\omega c}{U_\infty}.
\]

where \( \omega \) is the pitch frequency.

The boundary layer grid contained 90 main nodes on the airfoil contour. All unsteady calculations were started with the initial condition as a free stream condition. The calculations were performed in five periods, in which the results showed converged periodic solutions. Figs. 5 to 12 present the unsteady pressure coefficient results for the pitching motion according to Table 2.

<table>
<thead>
<tr>
<th>Table 2. NACA64A010 unsteady test case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mach number (Ma)</td>
</tr>
<tr>
<td>Reynolds number (Re)</td>
</tr>
<tr>
<td>Mean angle of attack (( \alpha_m ))</td>
</tr>
<tr>
<td>Pitch amplitude (( \alpha_o ))</td>
</tr>
<tr>
<td>Reduced frequency (( \omega^* ))</td>
</tr>
<tr>
<td>Rotational axis position (( \alpha / c ))</td>
</tr>
</tbody>
</table>

The calculated Euler+BL results are represented by full and dashed lines for the lower and the upper airfoil side respectively. The numerical results for the unsteady RANS (URANS) are represented by triangles pointing up and down for the upper and the lower airfoil side respectively. The experimental data are represented by full and empty circles for the lower and the upper side respectively. The results are
The Euler+BL method results were in moderate agreement with experimental data at the majority of phase angles, while with the numerical URANS results they showed good agreement at all phase angles. Compared with the experimental data, the Euler+BL results showed slight underprediction of pressure coefficient on the front part of airfoil in front of the shock wave. This shift appears equally on both airfoil sides and therefore should have no influence on the lift force magnitude. At the rear part of airfoil behind the shock wave, the calculated pressure coefficient is in good agreement with the experimental data.

The Shock wave position is mostly well predicted. The strength of a shock wave is better predicted at greater angles of attack, where the pressure drop is bigger, than at smaller angles of attack. The peak and the slope of pressure coefficient at the shock wave position are underpredicted at several phase angles.

presented for phase angles 45, 90, 135, 180, 225, 270, 315 and 360° in the last (fifth) period of simulation where the solution showed periodicity.
Such underprediction happens at the airfoil side with smaller suction than that on the upper side of airfoil in Fig. 7. In such a case, the intensity, position and slope between the calculated and the measured results are not in full agreement. The calculated pressure jump across the shock wave is rather smeared compared with the experimental data. This can indicate that the boundary layer has an impact on the shock wave intensity that is too strong.

Due to the presence of boundary layer thickening in the foot of the shock wave, a lambda shaped compression shock appears. As a consequence, the shock wave intensity is reduced and this can be seen in the pressure coefficient distribution on the airfoil contour [30] and [31].

Nearly the same shift in pressure coefficient on the upper and the lower surface can be observed. This could be a consequence of unequal parameters of experimental and numerical calculations, i.e. non-corrected experimental data for the influence of the wind tunnel walls, which is commented on in the AGARD report [29].

Figs. 5 to 12 also show the results from the URANS calculations. The calculated position and intensity of the shock wave for the Euler+BL and the URANS results are in very good agreement at the majority of phase angles. At some phase angles, the shock wave intensity for the Euler+BL results is slightly smeared in comparison with the URANS results.

3 CONCLUSION

In this study, a simple and accurate method for unsteady aerodynamic load prediction is developed. The method has produced results which are generally in good agreement with experimental and RANS results.

The method has resulted in decreased shock intensity and smeared pressure jump across the shock wave at smaller angles of attack in comparison with the experimental data. The calculated pressure coefficient on the part of the airfoil in front of the shock wave showed a slight shift on both sides with respect to the experimental data. However, it should have no effect on the normal force magnitude since the shift is nearly equal on both sides.

The method has showed the oscillatory behavior of pressure coefficient in the vicinity of a strong shock and the trailing edge and such oscillations may cause solution divergence. Therefore, under-relaxation is used, which, on the other hand, can require a greater number of iterations.

The boundary layer inclusion in the unsteady Euler method resulted in a more accurate method for the determination of unsteady aerodynamic loads. The method calculated results with nearly the same accuracy as a higher mathematical model like RANS, while the computational time is shorter and hardware requirements are substantially less demanding.

4 NOMENCLATURE

- $a$: Speed of sound [ms$^{-1}$]
- $C_D$: Dissipation coefficient [-]
- $C_f$: Friction coefficient [-]
- $c$: Airfoil chord length [m]
- $e$: Total energy per unit mass [Jkg$^{-1}$]
- $F, G$: Flux vectors of conservative variables
- $f, g$: Members of flux vectors $F, G$
- $H$: Shape parameter [-]
- $H^*$: Kinetic energy shape parameter [-]
- $H^{**}$: Density shape parameter [-]
- $h$: Total enthalpy per unit mass [Jkg$^{-1}$]
- $i, j$: Control volume node indices
- $J$: Determinant of the Jacobian matrix of coordinate transformation [-]
- $Ma$: Mach number [-]
- $Ma_e$: Mach number on the outer boundary layer edge [-]
- $m$: Geometry terms involved in transformation
- $\bar{n}$: Normal vector to the airfoil contour [-]
- $p$: Pressure [Pa]
- $Q$: Vector of conservative variables
- $R^\pm$: Riemann invariants [ms$^{-1}$]
- $Re$: Reynolds number [-]
- $T_F$: Transformation matrix for flux vector $F$
- $T_G$: Transformation matrix for flux vector $G$
- $u$: $x$-component of fluid velocity [ms$^{-1}$]
- $u_e$: Velocity magnitude on the outer boundary layer edge [ms$^{-1}$]
- $U_\alpha$: Free stream velocity magnitude [ms$^{-1}$]
- $v$: $y$-component of fluid velocity [ms$^{-1}$]
- $\bar{v}$: Fluid velocity vector [ms$^{-1}$]
- $\bar{v}_b$: Airfoil contour velocity vector [ms$^{-1}$]
- $\bar{v}_t$: Transpiration velocity vector [ms$^{-1}$]
- $v_t^o$: Transpiration velocity magnitude at old time step [ms$^{-1}$]
- $v_t^n$: Transpiration velocity magnitude at new time step [ms$^{-1}$]
- $x, y$: Spatial coordinates in physical domain [m]
- $x_\alpha$: Rotational axis distance from the airfoil leading edge [m]
- $a$: Airfoil angle of attack [°]
- $\nu$: Kinematic viscosity [m$^2$s$^{-1}$]
\( \alpha_m \) Mean angle of attack [°]
\( \alpha_o \) Pitch amplitude [°]
\( \beta \) Under-relaxation factor [-]
\( \gamma \) Ratio of specific heats [-]
\( \delta \) Displacement thickness [m]
\( \theta \) Momentum thickness [m]
\( \varsigma, \eta \) Curvilinear coordinates [m]
\( \rho \) Density [kgm\(^{-3}\)]
\( \alpha \) Total pressure [Pa]
\( \nu_t \) Turbulent kinematic viscosity [m\(^2\)s\(^{-1}\)]
\( t \) Time in computational domain [s]
\( \phi \) Phase angle of airfoil harmonic motion [°]
\( \omega \) Angular frequency [rad\(^{-1}\)]
\( \omega^* \) Reduced frequency [-]

**Subscripts/Indices**

- e Outer boundary layer edge designation
- F Domain near the outer boundary designation
- \( \infty \) Free stream designation
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